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a b s t r a c t

A three-dimensional steady state two-phase non-isothermal model which highly couples the water and
thermal management has been developed to numerically investigate the spatial distribution of the inter-
facial mass transfer phase-change rate in the cathode side of a proton exchange membrane fuel cell
(PEMFC). A non-equilibrium evaporation–condensation phase change rate was incorporated in the model
which allowed supersaturation and undersaturation take place. The most significant effects of phase-
change rate on liquid saturation and temperature distributions are highlighted. A parametric study was
also carried out to investigate the effects of operating conditions; namely as the channel inlet humidity,
on-equilibrium phase change
wo-phase flow
orous electrode
on-isothermal
perating conditions

cell operating temperature, and inlet mass flow rate on the phase-change rate. It was also found that liq-
uid phase assumption for produced water in the cathode catalyst layer (CL) changed the local distribution
of phase-change rate. The maximum evaporation rate zone (above the channel near the CL) coincided
with the maximum temperature zone and resulted in lowering the liquid saturation level. Furthermore,
reduction of the channel inlet humidity and an increase of the operation temperature and inlet mass flow
rate increased the evaporation rate and allowed for dehydration process of the gas diffusion layer (GDL)

to take place faster.

. Introduction

Two of the most critical topics in proton exchange membrane
uel cell (PEMFC) modeling are water and thermal management.
n several studies, these two topics are addressed separately and
he couple water-thermal management has been neglected. Since
apor pressure is a strong function of temperature, decoupling of
ater and thermal management is inaccurate. When the water
anagement is studied and the thermal management is neglected,

or instance in isothermal models, the effect of thermally driven
apor phase transport and change is not considered. On the other
and, when the thermal management is studied and the water
anagement is neglected, for instance in single phase models, liq-

id water flooding and the resulting mass transport limitation are
eglected.

Phase-change, evaporation–condensation processes, has the
ost significant role in the coupling of water and thermal man-
gement. This phenomenon is more significant in the porous gas
iffusion layer (GDL) where the main mechanism of mass transport

s diffusion. Phase-change is included with heat source (or sink)
nd liquid water source (or sink). Consequently, it changes the fuel
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cell performance by changing the liquid water flooding level and
temperature variation.

Several two-phase studies have been reported [1–29]. To the
best of the authors’ knowledge, only some of them have inves-
tigated directly the phase-change rate and its effects. Basu et
al. [25] studied the three-dimensional phase-change in a PEMFC
using a two-phase mixture model while assuming thermody-
namic equilibrium. It was assumed that the partial pressure of
water vapor is equal to the saturated vapor pressure (thermody-
namic equilibrium) and with this assumption the liquid saturation
was obtained from the definition of total water concentration (in
the post-processing stage). Although this assumption results in a
zero phase-change rate when a non-equilibrium phase-change is
assumed. In their study, phase-change rate was obtained from the
divergence of the phase velocity in the post-processing stage. Fur-
thermore, it was assumed that water is produced in the vapor phase
in the cathode catalyst layer (CL). In a two-dimensional config-
uration, Meng [15] employed a two-phase two-fluid model with
a non-equilibrium phase-change rate. The amounts of the con-
densation and evaporation constants were determined using the
assumption that at high operating temperature and inlet humid-
ity there was no evaporation. However, the channel effect was not

considered, and the water phase produced in CL is assumed to be
vapor.

In this paper, a three-dimensional steady-state two-phase
non-isothermal model is presented for the cathode side of
a PEMFC which strongly couples water management and
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Nomenclature

A area (m2)
cp specific heat (J kg−1 K−1)
D diffusion coefficient (m2 s−1)
E voltage (V)
F Faraday constant (96,485 C mol−1)
h latent heat of evaporation (J kg−1)
i local current density (A cm−2)
I cell current density (A cm−2)
j transfer current density (A cm−3)
J(s) Leverett function
k thermal conductivity (W m−1 K−1)
kcond condensation rate constant (s−1)
kevap evaporation rate constant (Pa−1 s−1)
kr relative permeability
K hydraulic permeability
ṁ interfacial phase change mass transfer rate

(kg m−3 s−1)
M molecular weight (kg mol−1)
P pressure (Pa)
r Ohmic resistance (� m2)
R̄ universal gas constant (8.314 J mol−1 K−1)
s liquid saturation
�s entropy change (J mol−1 K−1)
S source term (W m−3 s−1)
T temperature (K)
V velocity (m s−1)
∀ volume of the control volume (m3)
x, y, z coordinate (m)
X mole fraction
Y mass fraction

Greek letters
˛ transport coefficient
ε porosity
� activation overpotential (V)
� contact angle (rad)
� mobility
� dynamic viscosity (kg m−1 s−1)
	 kinematic viscosity (m2 s−1)

 density (kg m−3)
� conductivity (S m−1)
� surface tension (N m−1)

Superscripts and subscripts
c cathode side
cond condensation
C capillary
eff effective
evap evaporation
fg phase change
g gas phase
H2O water
i species i
in inlet
l liquid phase
O2 oxygen
r relative
ref reference
s solid phase
sat saturation state
T thermal
Fig. 1. Schematic of the model and a through-plane cross-section.

thermal management through the liquid–vapor phase-change
(evaporation–condensation) rate. The most significant effects of
the interfacial phase-change rate in fuel cell operation have been
investigated by exploring its effect on the saturation level and tem-
perature variation. Moreover, a parametric study is carried out by
changing the gas channel inlet humidity, operating temperature,
and inlet gas flow rate to clarify the role of phase-change in the
fuel cell performance. A non-equilibrium phase-change rate is also
considered that allows for supersaturation and undersaturation to
take place. The governing equations are developed for the two-
phase mixture (gas and liquid phases) while for each phase its
corresponding conservation equation is incorporated. The partial
differential equations resulting from the governing equations are
discretized by the control volume method and a FORTRAN code
has been developed to accomplish the numerical simulation. It is
believed that this study can help understanding the role of the
phase-change in a PEMFC operation. It also gives guidelines for
design optimization of a PEMFC.

2. Governing equations

The three-dimensional computational domain has been
sketched in Fig. 1. The domain represents the cathode side of a
PEMFC consisting of the ribs, gas channel, GDL and CL. The inlet
gas mixture which is humid oxygen gas is fed into the channel.
The reactant diffuses through the porous GDL and reaches to
the reaction site in CL. The CL is treated as an interface and the
electrochemical reaction, i.e. oxygen reduction reaction (ORR)
takes place at the GDL/CL interface. In Fig. 1, a through-plane
cross-section is also shown. The through-plane cross- section is
used to present the results.

In the present numerical study, the phase-change rate, evap-
oration and condensation rates, in the porous GDL studied. The
governing equations describe a three-dimensional steady state
two-phase non-isothermal model. The governing equations listed
below include: conservation of mass, momentum, water vapor
species, liquid water and energy.

Conservation of mass
−→
∇ · (ε
 V ) = 0 (1)

Conservation of momentum

∇ · (ε

−→
V

−→
V ) = −ε∇P + ∇ · (ε�∇−→

V ) − ε2�

K
−→
V (2)
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Table 1
Constitutive relations.

Parameters Expressions

Two-phase mixture density 
 = s
l + (1 − s)
g

The gas phase density 
g = PMg

R̄T

Gas mixture molecular weight Mg =
(∑

i

Y i
g

Mi
g

)−1

Two-phase mixture dynamic viscosity � = s
l+(1−s)
g


lkrl/�l+
g krg /�g

Liquid water dynamic viscosity �l = 0.6612(T − 229)−1.562

The relative permeabilities krl = s3, krg = (1 − s)3

Mole fraction and mass fraction Xi = Yi
Mg
Mi

Saturated vapor pressure log10 Psat = −2.1794 + 0.02953(T − 273) − 9.1837 × 10−5(T − 273) + 1.4454 × 10−7(T − 273)3

Liquid phase mobility �l = 
lkrl/�l

lkrl/�l+
g krg /�g

Gas phase mobility �g = 1 − �l

Capillary pressure PC = � cos(�c)
(

ε
K

)1/2
J(s)

Leverett function J(s) =

⎧⎨
⎩

�c < 90◦

1.417(1 − s) − 2.210(1 − s)2 + 1.263(1 − s)3

�c > 90◦

1.417s − 2.210s2 + 1.263s3

Effective diffusion coefficient DH2O,eff
g = (ε(1 − s))1.5DH2O,O2

g


cp = s
lcp,l + (1 − s)
gcp,g

Effective thermal conductivity keff = εskl + ε(1 − s)kg + (1 − ε)ks

Specific heat of gas mixture cp,g =
∑

i
Xicp,i

0−3T0

105(6
T + 0

a
v
v
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c
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e
a
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m

r
s
a

Thermal conductivities kO2 = 0.223 × 1
Latent heat of phase change hfg = 3.0709 ×
Reversible cell voltage Erev = 0.0025 ×

Conservation of water vapor

∇ · (ε(1 − s)
g
−→
V gYH2O

g ) = ∇ · (ε(1 − s)
gDH2O,eff
g ∇YH2O

g ) − εṁl (3)

Conservation of liquid water

∇ ·
(


K
�l�g

�

∂PC

∂s
∇s + ε�l


−→
V

)
= εṁl (4)

Conservation of energy

∇ · (
(�lcp,l + �gcp,g)−→V T) = ∇ · (keff ∇T) + ST (5)

The main variables in the above set of governing equations
re: the two-phase mixture density 
, the mass-averaged mixture
elocity vector −→

V (three components), the mass fraction of water
apor YH2O

g , the liquid saturation s and the temperature T. In order
o close the system of governing equations, a set of constitutive
elations are needed. These relations are listed in Table 1.

In Eq. (4) presented for the liquid water conservation, ṁl

ndicated the interfacial mass transfer phase-change rate. Phase-
hange takes place inside the domain when the water vapor
oncentration is higher or less than the saturated water vapor
oncentration. A non-equilibrium phase-change rate is incorpo-
ated in the present model. In contrast with a thermodynamic
quilibrium assumption, the non-equilibrium phase-change rate
llows the local departures from saturation state which means it
llows a supersaturation and undersaturation to take place. The
on-equilibrium phase changes rates are expresses as [7]

˙ =
{

kcond(1 − s)(MH2O/R̄T)P(XH2O
g − XH2O

sat ), XH2O
g ≥ XH2O

sat
kevaps
 P(XH2O − XH2O), XH2O < XH2O (6)
l g sat g sat

The mass transferred from a vapor–liquid phase interface is
elated to the departure from saturation state through the conden-
ation and evaporation rates constants, respectively shown by kcond

nd kevap. The values of these constants are adopted from Ref. [11].
.839, kH2O = 0.0025 × 10−3T1.56

47.15 − T)0.35549

.2329

In the derivation of the conservation equation for energy, a ther-
mal equilibrium among the three existing phases, i.e. solid, gas and
liquid has been made. The source term in the energy equation Eq.
(5) is shown by ST . Inside the domain where the phase-change
takes place the energy source term includes the latent heat of
vapor–liquid phase change

ST = εṁhfg (7)

Heat is released where condensation takes place (ṁ is a posi-
tive value) and is absorbed where evaporation takes place (ṁ is a
negative value).

The energy source term in the CL is given by

ST = j
T�s

2F
+ j� + i

�eff
e

+ i

�eff
p

(8)

where j (A cm−3) and i (A cm−2) are the transfer current density
and local current density, respectively. �s is the entropy change
of the ORR; considering the liquid phase for water produced as a
result of the ORR. � shows the activation overpotential. �eff

e and �eff
p

denote the electronic and protonic conductivities, respectively (see
Ref. [29] for the values).

2.1. Electrochemical kinetics and cell voltage

The oxygen reduction reaction takes place in the cathode cat-
alyst layer; as a result, current is generated in the catalyst layer.
The generated current density named as local current density in

the CL/GDL interface is calculated via the Butler–Volmer equation
describing the kinetics of the reaction

i = i0(1 − s)

(
YO2

g

YO2,ref
g

)
exp

(
˛cF

R̄T
�
)

(9)
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Table 2
Geometrical and operational parameters.

Parameters Notation Value

Geometrical parameters
Channel width (m) – 1.3 × 10−3

Channel height (m) – 1 × 10−3

GDL thickness (m) – 3.8 × 10−4

Channel length (m) – 2 × 10−2

CL thickness (m) lc 1 × 10−5

Operational properties
Temperature (K) Tin 353
Inlet pressure (atm) P 1
Inlet humidity �in 10%
Inlet gas flow rate (m3 s−1) q 8.3 × 10−7

Transport properties
Universal molar gas constant
(J mol−1 K−1)

R̄ 8.314

Reversible cell voltage (V) Erev 1.115
Binary diffusion coefficient
(m2 s−1)

DH2O,O2
g 3.76 × 10−5

Viscosity of liquid water
(kg m−1 s−1)

�l 3.5 × 10−4

Liquid water density (kg m−3) 
l 998
Entropy change at the inlet
temperature (J mol−1 K−1)

�S 163.7

Condensation rate constant (s−1) kcond 100
Evaporation rate constant
(Pa−1 s−1)

kevap 9.8 × 10−6

Structural properties
Porous electrode porosity ε 0.4
Hydraulic permeability of GDL
(m2)

K 1.76 × 10−11

w
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w
d
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l
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d
a

Surface tension, liquid water and
air (N m−1)

� 0.062

Contact angle �c 110

here i0 and YO2,ref
g are the exchange current density and reference

xygen mass fraction, respectively. � is the activation overpoten-
ial. The parameters ˛c and F represent the cathode side transfer
oefficient and Faraday constant. It is noted that in the present
tudy the activation overpotential is fixed; therefore, local current
ensity can be obtained using Eq. (9). The average current den-
ity is obtained by integration of the local current density in the CL
nterface as

= 1
A

∫
�x

∫
�z

i dz dx (10)

here A is the surface area of the CL. Finally, the cell voltage can be
etermined from

cell = Erev − � − rI (11)

here Erev, r and I are the reversible cell voltage, ohmic resistance
nd average current density, respectively.

The governing equations for mass, momentum, species, and
nergy yield a system of partial differential equations with seven
ain unknowns, i.e. P, three components of velocity vector −→

V ,
H2O
g , s and T. Other parameters (listed in Table 1) can be calcu-

ated using these unknowns. The computational domain geometry
nd the operational, physical and electrochemical properties used
n this numerical simulation have been listed in Table 2. In order to
e able to solve the three-dimensional governing equations, a suit-
ble set of boundary conditions is also needed and will be explained
n the next section.
. Boundary conditions

For explaining the boundary conditions, the computational
omain shown in Fig. 1 is recalled. This domain is a part taken from
complete cell and shows a single cell straight channel domain.
Power Sources 195 (2010) 7003–7010

A symmetry boundary condition along the x-axis is specified for
the vector and scalar main unknowns. The inlet flow is humidified
oxygen gas and is assumed that there in no liquid water droplet
in the inlet flow. Along the channel, i.e. z-axis direction, the inlet
velocity is obtained from the inlet gas flow rate q (m3 s−1) and inlet
cross-sectional area A (m2)

win = q

A
(12)

The oxygen mass fraction in the inlet humid gas mixture can be
calculated as

YO2
g,in =

(
1 − �inPsat

P

) MO2
g

Mg
(13)

where �in is the inlet humidity. The inlet temperature Tin is constant
and equal to the cell operating temperature. For the outlet flow, a
laminar fully developed flow is assumed which is reasonable for
the small flow velocity in the channel. The gradient of the main
unknowns at the outlet is assumed to be zero, therefore there is no
changes for their values.

In the through-plane direction, i.e. y-axis the button surface is
a solid wall. A no-slip condition for velocity vector is specified as
well as a constant temperature equal to the operating temperature.
For other scalar quantities a zero gradient normal to the surface is
identified. The upper surface is the CL interface and the boundary
conditions are developed by applying the surface fluxes of the liq-
uid water production, oxygen consumption and released thermal
energy in the CL. More details can be found in Khajeh-Hosseini-
Dalasm et al. [30].

4. Numerical solution procedure

The nonlinear partial differential governing equations, Eqs.
(1)–(5) which constitute the present three- dimensional steady
state two-phase non-isothermal study are solved numerically using
the corresponding boundary conditions explained in Section 3. The
governing equations along with the boundary conditions are dis-
cretized by finite volume method (FVM) and the SIMPLE algorithm
[31,32] is employed to deal with the pressure linked flow field. A
FORTRAN code is developed in order to accomplish the numeri-
cal simulation. A precise convergence criterion is used in which
both the relative error of each main unknown between two con-
secutive iterations and the residual of discretization are checked.
Furthermore, mesh independency of solution was confirmed.

5. Results and discussion

In this paper, the spatial distribution of the phase-change rate
is studied first. The results are presented at a fixed average cur-
rent density equal to 1.5 A cm−2. The fixed average current density
leads to constant liquid water and heat fluxes for all the case studies
conducted in this paper. Therefore, the liquid saturation and tem-
perature variations inside the domain are associated mostly with
the phase-change rate quantity and distribution. Next, a paramet-
ric study is carried out by changing the gas channel inlet humidity,
operation temperature, and inlet gas flow rate to explore how the
phase-change rate is affected by these operating conditions. Finally,
the effects of phase-change rate on the liquid saturation level and
temperature distribution are highlighted.

Fig. 2 shows the interfacial mass transfer phase-change rate
kg m−3 s−1 in a through-plane cross-section located at near the

outlet, i.e. z/zL = 0.9 where zL is the total length of the channel.
The operating temperature is 353 K (80 ◦C), channel inlet humidity
is 10%, and the inlet gas flow rate is 8.3 × 10−7 m3 s−1 (50 sccm).
Hereafter, these conditions are named as the base case condition.
In Fig. 2, positive and negative contour values denote condensation



N. Khajeh-Hosseini-Dalasm et al. / Journal of Power Sources 195 (2010) 7003–7010 7007

F
i

a
d
l
m
r
o
t
m
w
r
a
p
f

r
w
t
c
r
c
t
h
s
t
h
p

g
b
t
p
v
o
e
t
t
w
w

F
w

Fig. 4. Through-plane distribution of liquid saturation in the cathode porous GDL

ig. 2. Through-plane distribution of the interfacial phase-change rate (kg m−3 s−1)
n the cathode porous GDL when T = 353 K, � = 10%, and q = 8.3 × 10−7 m3 s−1.

nd evaporation, respectively. For the base case simulation con-
ucted in Fig. 2, the inlet humidity and gas flow rate are relatively

ow, but operating temperature is relatively high; it is seen that
ost of the evaporation takes place in the GDL while only two small

egions above the ribs show condensation of water vapor. More-
ver, the maximum evaporation rate is around 12 times higher
han the maximum condensation rate. It can be also found that the

aximum evaporation rate occurs above the channel near the CL
hile the maximum condensation rate occurs above and near the

ibs. The evaporation front, the boundary between the evaporation
nd condensation regions, is specified by the contour value of zero
hase change rate. This shows that in the base case, the evaporation
ront has penetrated deep inside the GDL.

The non-equilibrium phase change in Eq. (6) allow supersatu-
ation and undersaturation take place. The bigger the departure of
ater vapor pressure, PH2O, from the saturated vapor pressure, Psat ,

he higher the phase-change rate. Supersaturation, � > 1, leads to
ondensation and undersaturation, � < 1, leads to evaporation. The
elative humidity (�) distribution inside the GDL for the base case
ondition is plotted in Fig. 3. In agreement with Fig. 2, Fig. 3 shows
he highest undersaturation above the channel near the CL and the
ighest supersaturation above and near the ribs. The amount of
upersaturation is insignificant. However, in the two-phase mix-
ure modeling approach, in the two-phase zone always the relative
umidity is 1 (or 100%) and the existence of both liquid and vapor
hases at the relative humidity not equal to 1 is impossible.

In Fig. 2, it is seen that the region in the vicinity of the CL under-
oes evaporation. This is due to the higher temperature which will
e illustrated in the later results. This observation is different from
he results obtained by Basu et al. [25]. They employed a multi-
hase mixture model and assumed that the water is produced in the
apor phase in the CL as a result of ORR. A condensation zone was
bserved above the ribs near the CL even at low inlet humidity. The
ffect of liquid or vapor phases assumption for water produced in
he CL due to ORR was addressed by Wu et al. [26]. It was concluded

hat the transient time was longer when the water vapor phase
as assumed. In the present study, another difference is addressed
hich is the different local distribution of the phase-change rate.

ig. 3. Through-plane distribution of relative humidity in the cathode porous GDL
hen T = 353 K, � = 10%, and q = 8.3 × 10−7 m3 s−1.
when T = 353 K, � = 10%, and q = 8.3 × 10−7 m3 s−1.

In the following, the corresponding liquid saturation and tem-
perature distributions to the base case condition, shown in Fig. 2,
are presented. Fig. 4 shows the liquid saturation distribution for
the base case condition. The entire GDL at the steady state con-
dition is partially flooded by liquid water. The existence of liquid
water is necessary for the evaporation process inside the GDL (see
s in Eq. (6)). It is seen that the liquid water is maximum above the
ribs, while the minimum liquid saturation is above and close to the
channel. The higher liquid saturation above the channel near the
CL compared to near the channel is due to liquid water removal to
the channel and evaporation process. Moreover, it is noted that the
through-plane liquid saturation gradient above the ribs is much
less than that of above the channel. This is illustrated in Fig. 5
where the in-plane profiles of liquid saturation are plotted at dif-
ferent heights of the GDL. The non-dimensional distance, Y∗, from
the channel/GDL interface is defined as y/yL where yL is the GDL
thickness.

The corresponding temperature distribution for the base case
condition is displayed in Fig. 6. It shows the temperature distribu-
tion in the channel and porous GDL. The maximum temperature
is above the channel near the CL. This corresponds to the higher
current generated in the CL, due to lower diffusion resistance and
higher oxygen concentration. While the minimum temperature
zones in the GDL are seen above the ribs.
Fig. 5. In-plane profiles of liquid saturation in the cathode porous layer when T =
353 K, � = 10%, and q = 8.3 × 10−7 m3 s−1 at different through-plane heights.
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Fig. 6. Through-plane distribution of temperature in the cathode side when T =
353 K, � = 10%, and q = 8.3 × 10−7 m3 s−1.
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remained liquid water should be removed from the GDL and chan-
ig. 7. Through-plane distribution of interfacial phase-change rate (kg m−3 s−1) in
he cathode porous GDL when T = 353 K, � = 100%, and q = 8.3 × 10−7 m3 s−1.

.1. Effects of gas channel inlet relative humidity

For the base case the inlet relative humidity is 10% where it
s observed that evaporation occurs mostly inside the GDL. Fig. 7
epresents the through-plane distribution of the interfacial mass
ransfer phase-change rate kg m−3 s−1 at the base case condition
ut with a fully humidified inlet flow (� = 100%). It is remembered
ere that the positive contour values denote condensation and the
egative values denote evaporation. In comparison with inlet rela-
ive humidity of 10% (Fig. 2), it can be seen that a vast area is subject
o condensation. This is due to the increased relative humidity
nside the domain by supplying fully humidified reactant into the
hannel. Higher humidity increases the degree of supersaturation,
herefore the condensation process is accelerated and expanded
nside the GDL. The degree of supersaturation and undersaturation
s demonstrated by presenting the relative humidity distribution
n Fig. 8. The condensation rate is around 18 times higher than the
ow inlet humidity case shown in Fig. 2. The evaporation rate is
egligible expect for a small area in the vicinity of the CL above the
hannel. The maximum condensation rate (above the ribs) is more
han 4 times higher than the maximum evaporation rate.

.2. Effects of operating temperature
The effects of reducing the operating temperature on the phase-
hange rate are investigated in the following section. Fig. 9 displays
he through-plane distribution of the interfacial mass transfer
hase-change rate kg m−3 s−1 for the same conditions as the base

ig. 8. Through-plane distribution of relative humidity in the cathode porous GDL
hen T = 353 K, � = 100%, and q = 8.3 × 10−7 m3 s−1.
Fig. 9. Through-plane distribution of interfacial phase-change rate (kg m−3 s−1) in
the cathode porous GDL when T = 333 K, � = 10%, and q = 8.3 × 10−7 m3 s−1.

case except for the operating temperature which is reduced to 333 K
(60 ◦C). In comparison with the base case in Fig. 2, it is seen that at
the lower operating temperature the condensation phase change
process is accelerated and more developed toward the middle of
the channel. The phase change rate is strongly related on the tem-
perature since the saturated vapor pressure strongly depends on
temperature (see Table 1 for Psat). The 20 ◦ C reduction in the oper-
ating temperature from 353 K to 333 K leads to a 57% reduction of
the saturated vapor pressure. As expected from this big change in
saturated vapor pressure, the phase-change rate is also different.
The maximum condensation rate increases up to 10 times and the
evaporation rate decreases up to 3 times.

5.3. Effects of inlet gas flow rate

The effect of the channel inlet gas flow rate on the phase-change
rate is investigated by increasing the inlet gas flow rate fed into
the channel. Fig. 10 represents the through-plane distribution of
the interfacial mass transfer phase-change rate kg m−3 s−1 for the
same condition as the base case except for the inlet gas flow rate
is increased to q = 50 × 10−7 m3 s−1 (300 sccm). Compared to the
lower inlet gas flow rate case shown in Fig. 2, it is seen that the entire
GDL is under the evaporation (even above the ribs). Increasing the
inlet mass flow rate from q = 8.33 × 10−7 m3 s−1 (50 sccm) at the
base case to q = 50 × 10−7 m3 s−1 (300 sccm) leads to an increase of
inlet velocity with the same order (6 times higher) (see Eq. 12). The
inlet velocity is changed from 0.55 m s−1 to 3.3 m s−1. This affects
the dynamics of liquid water especially at the interface of the chan-
nel and GDL. This can be realized from the convection term, ε�l


−→
V

in the conservation equation for liquid water (Eq. (4)). The liquid
water velocity (toward the channel) and gas phase velocity (toward
the CL) are increased when the mixture velocity is increased. Conse-
quently, more liquid water will be discharged into the channel. This
leads to an enhancement in the liquid water removal out of the GDL.
It is proposed here, in the gas purge process at shut down when the
nel, both supplying low humidity inlet flow into the channel and
increasing the inlet gas flow rate are applicable. Furthermore, at the
higher mass flow rate the removal of heat is eased, therefore con-

Fig. 10. Through-plane distribution of interfacial phase-change rate (kg m−3 s−1) in
the cathode GDL when T = 353 K, � = 10%, and q = 50 × 10−7 m3 s−1.
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nomenon can be seen in Figs. 11 and 12 where the condensation
rate and liquid saturation are increased above the ribs. Further-
more, it is seen that the heat pipe effects is stronger in case of the
higher inlet humidity and lower operating temperature.
ig. 11. In-plane profiles of interfacial phase-change rate (kg m−3 s−1) near the CL
ith Y∗ = y/yL = 0.9 where yL is the GDL height for different parametric conditions.

ensation rate is expected to rise. However, the evaporation rate
ncreases and it may result in dehydration of GDL. The reason is
he reduced water vapor partial pressure, when the total pressure
oes not change significantly and the reactant, oxygen gas partial
ressure increases.

The effects of each parametric condition (inlet humidity, operat-
ng temperature, and inlet gas flow rate) on phase-change rate are
ddressed separately. In Fig. 11, a summary has been demonstrated
y comparing the in-plane profiles of interfacial mass transfer
hase-change rate at the different parametric conditions. The in-
lane profiles are plotted at Y∗ = 0.9 which is near the CL. It is seen
hat the phase-change rate strongly depends on these parameters.
he condensation rate increases with higher inlet humidity and
ower operating temperature. Moreover, it widens the area under
he condensation. On the other hand, the evaporation rate increases
hen the inlet gas flow rate increases and the inlet relative humid-

ty decreases. Fig. 11 also shows the highest condensation and
vaporation rates above the ribs and channel, respectively.

In order to illustrate the most significant effect of the phase
hanges on the liquid saturation and temperature distribution, for
ig. 11 the corresponding in-plane liquid saturation and local tem-
erature profiles are depicted in Figs. 12 and 13.

Fig. 12 shows the in-plane profiles of the liquid saturation at
he different parametric conditions. With the fixed total flux of
iquid water entering from CL/GDL interface into the GDL for all
our different parametric conditions, the amount of liquid satura-
ion is different. In the cases of higher inlet humidity, � = 100%,
nd lower operating temperature, T = 333 K, the liquid saturation
s higher compared to lower inlet humidity, � = 10%, higher oper-
ting temperature, T = 353 K, and higher mass flow rate, q = 50 ×
0−7 m3 s−1 (300 sccm). This is due to the corresponding phase-
hange. In the first two cases, condensation is the dominant phase
hange (see Fig. 11) where more water vapor is changed to liquid
ater, therefore the liquid saturation level increases. For the latter

hree cases, evaporation is the dominant phase change throughout
he GDL. Therefore, more liquid water is changed to water vapor
nd liquid saturation level decreases.
Fig. 13 displays the in-plane profiles of the temperature at
he different parametric conditions. The temperature variation is
igher in cases of the higher inlet humidity, � = 100%, and lower
perating temperature, T = 333 K. Again, the reason is attributed to
he corresponding phase-change. From Fig. 11, the dominant phase
Fig. 12. In-plane profiles of liquid saturation near the CL with Y∗ = y/yL = 0.9 where
yL is the GDL height for different parametric conditions.

change in these cases is condensation, therefore the latent heat of
vapor–liquid (water) phase change is released. This leads to to the
higher temperature variation. When evaporation is the dominant
phase change (see Fig. 11), a part of the heat produced in the CL
entering from the GDL/CL interface is absorbed for vaporization.
This reduces the temperature variation inside the domain.

It is interesting to note that for all the different parametric condi-
tions, the local temperature is higher above the channel compared
to above the ribs. This temperature gradient creates thermal dif-
fusion of the vapor phase from the hotter area to the colder area.
Water vapor is then condensed above the ribs and increases the liq-
uid saturation. This phenomenon is termed as the heat pipe effect
[9] or phase change induced flow [24]. The effects of this phe-
Fig. 13. In-plane profiles of temperature (K) near the CL with Y∗ = y/yL = 0.9 where
yL is the GDL height for different parametric conditions.
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. Conclusion

In this paper, a three-dimensional two-phase non-isothermal
umerical study with effects of non-equilibrium phase change rates
howed the role of the phase-change rate on fuel cell operation. It
as shown that the maximum evaporation rate zone coincides with

he maximum temperature and lowest liquid saturation zones. On
he other hand, the maximum condensation zone coincides with
he lowest temperature and highest saturation zone. The differ-
nce of liquid or vapor phases assumption for the water produced
n the CL, aside from the transient response, was found to be
he different local distribution of evaporation–condensation rate.
he parametric studies also showed that (i) condensation interfa-
ial phase change rate increases with increasing the channel inlet
umidity and decreasing operation temperature and (ii) evapo-
ation interfacial phase change rate increases with reduction the
hannel inlet humidity and an increase the inlet mass flow rate.
n-plane profiles of phase-change rate showed the maximum con-
ensation rate above and near the ribs and maximum evaporation
ate above the channel near the CL.
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